Precimonious: Tuning Assistant for Floating-Point Precision

Cindy Rubio-González1, Cuong Nguyen2, Hong Diep Nguyen3, James Demmel1, William Kahan1, Koushik Sen1, David H. Bailey2, Costin Iancu2, and David Hough3

1EECS Department, UC Berkeley, {rubio, nacuong, hdnguyen, demmel, wkahan, ksen}@cs.berkeley.edu
2Lawrence Berkeley National Laboratory, {dhbailey, ciancu}@lbl.gov
3Oracle Corporation, david.hough@oracle.com

ABSTRACT
Given the variety of numerical errors that can occur, floating-point programs are difficult to write, test and debug. One common practice employed by developers without an advanced background in numerical analysis is using the highest available precision. While more robust, this can degrade program performance significantly. In this paper we present Precimonious, a dynamic program analysis tool to assist developers in tuning the precision of floating-point programs. Precimonious performs a search on the types of the floating-point program variables trying to lower their precision subject to accuracy constraints and performance goals. Our tool recommends a type instantiation that uses lower precision while producing an accurate enough answer without causing exceptions. We evaluate Precimonious on several widely used functions from the GNU Scientific Library, two NAS Parallel Benchmarks, and three other numerical programs. For most of the programs analyzed, Precimonious reduces precision, which results in performance improvements as high as 41%.
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D.2.3 [Software Engineering]: Coding Tools and Techniques; D.2.4 [Software Engineering]: Software/Program Verification; D.2.5 [Software Engineering]: Testing and Debugging; G.1.6 [Numerical Analysis]: Optimization

General Terms
Algorithms, Languages, Performance
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1. INTRODUCTION
Floating-point arithmetic 16 20 is used in applications from a wide variety of domains such as high-performance computing, graphics and finance. To minimize the chance of problems, developers without an extensive background in numerical analysis are likely to use the highest available precision throughout the whole program. Even experts may find it difficult to understand how sensitive the execution is to rounding error and consequently default to using the highest precision available. While more robust, this can increase the program execution time, memory traffic, and energy consumption. Ideally, a programmer would use no more precision than needed in any part of an application.

To illustrate the problem, consider the experiment performed by Bailey [3] with a program that computes the arc length of an irregular function, written in Fortran. An implementation using double precision computes a result whose error is about $2 \times 10^{-13}$, compared to a second more accurate implementation using double double precision, but is about 20x faster [1]. On the other hand, if double double precision is used only for one of the variables in the program, then the result computed is as accurate as if double double precision had been used throughout the whole computation while being almost as fast as the all-double implementation. Aside from the Bailey experiment [3], many other efforts [2, 6, 10, 21] have shown that programs implemented in mixed precision can sometimes compute a result of the same accuracy faster than when using solely the highest precision arithmetic.

Given the complexity of existing numerical programs, it might be prohibitively expensive or downright impossible to manually tune their floating-point precision. In this paper, we present a tool called Precimonious (short for “parsimonious with precision”) to help automate this process. Our tool has been implemented using the LLVM 20 compiler infrastructure and it recommends a type assignment for the floating-point variables in the program so that the resulting program uses lower floating-point precision while producing results that satisfy accuracy and performance constraints. Precimonious exposes to application developers an interface to specify the accuracy acceptance criteria. It takes as input a program annotated with the developer’s accuracy

1The author performed the experiment on an Intel-based Macintosh system, using the gfortran compiler and the QD package 16 to implement the double double type (approximately 31 digits).
expectation and it implements a dynamic program analysis to find a program variant that uses lower precision, subject to performance constraints. Given the set of program floating-point variables and their possible types, the analysis performs a search trying to reduce the precision while satisfying the constraints. To guarantee the performance constraints, the analysis uses either static performance models or dynamic instrumentation with hardware performance counters. The latter allows for easy extensibility to performance metrics such as energy or memory traffic. The search is based on the delta-debugging algorithm which exhibits an $O(n \log n)$ average complexity and an $O(n^2)$ worst-case complexity, where $n$ is the number of variables to be tuned. PRECIMONIOUS also requires a representative set of program inputs. No guarantees are made for other inputs.

We evaluate PRECIMONIOUS on eight widely used functions from the GNU Scientific Library (GSL), two NAS Parallel Benchmarks, and three other numerical programs, two of which are described in [3]. We use running time as our performance metric. For most of the analyzed programs, PRECIMONIOUS can find lower-precision type configurations when varying the degree of accuracy desired. A type configuration maps each floating-point program variable to a floating-point type suggested by our tool. When our tool does not find a type configuration, it is because no existing configuration leads to a speedup. By using the precision suggested by our tool, which is found automatically, we observe speedups as high as 41% when running the programs transformed according to the guidance of PRECIMONIOUS. The main contributions of this paper are:

- We introduce a novel automated approach for recommending a type configuration for program variables that leads to performance improvement in floating-point programs. The resulting program uses lower precision and has better performance than the original program.
- We implement our algorithm in a tool called PRECIMONIOUS and demonstrate its effectiveness by evaluating our tool on several numerical programs. PRECIMONIOUS, and all the data and results presented in this paper, are publicly available under BSD license.

The rest of this paper is organized as follows. In Section 2, we present a motivating example and describe challenges in precision tuning. We then provide a detailed description of our approach in Section 3. We give implementation details and present our experimental evaluation in Section 4. The limitations of our approach are discussed in Section 5. Finally, we discuss related work in Section 6 before concluding in Section 7.

2. OVERVIEW

A motivating example to show the effect of floating-point precision on program performance has been introduced by Bailey in [3]. The task is to estimate the arc length of the following function over the interval $(0, \pi)$.

$$g(x) = x + \sum_{1 \leq k \leq 5} 2^{-k} \sin(2^k x)$$

The corresponding program sums $\sqrt{h^2 + (g(x_k + h) - g(x_k))^2}$ for $x_k \in [0, \pi]$ divided into $n$ subintervals, where $n = 1000000$, so that $h = \frac{\pi}{n}$ and $x_k = kh$.

A straightforward implementation in C using long double precision is shown in Figure 1(a). When compiled with gcc and run on an Intel x86 system, this program produces the answer 5.795776322412856 (stored in variable s1 on line 27).

If the program uses double precision instead, the resulting value would be 5.79577632241311, which is only correct up to 11 or 12 digits after the decimal point (compared to the result produced by the long double precision program).

Figure 1(b) shows an optimized implementation written in C by an expert numerical analyst. From the original eight floating-point variables appearing on the highlighted lines, the optimized program uses long double precision only for the variable s1 on line 17. Six other variables have been lowered to double precision and one variable to float. The program produces the correct answer and runs 10% faster than the long double precision version. When replacing long double with even higher double double precision from the QD package, the same transformation remains valid and the performance improvements can be as high as 20x. We note that double double arithmetic is considerably slower than long double arithmetic because it is done in software, and each operation requires a sequence of roughly 20 instructions.

For any program, manually finding such an optimized type configuration requires domain-specific knowledge combined with advanced numerical analysis expertise. While probably feasible for small programs, manual changes are prohibitive for large code bases. Our proposed tool automates precision tuning of floating-point programs. We reduce the problem of precision tuning to determining which program variables, if any, can have their types changed to a lower precision while producing an answer within a given error threshold. We say such an answer is accurate enough. In addition to satisfying accuracy requirements, the changes also have to satisfy performance constraints, e.g., the transformed program should be at least as fast as the original.

The main challenge for any automated approach is devising an efficient search strategy through the problem space. In our case this is the set of program variables and their type assignments. For the code example from Figure 1(a), there are eight floating-point variables and we consider three different floating-point precisions. The search space contains $3^8$ possible combinations.

2.1 Searching for Type Configurations

For a given program, there may exist one or more valid type configurations that (1) use less floating-point precision than the type configuration used by the original program, (2) produce an accurate enough answer without exceptions, and (3) result in a program with better performance than the original program.

Different search algorithms can be considered depending on what valid configuration we are interested in finding. A global minimum corresponds to the type configuration that uses the least precision that results in the best performance
long double fun( long double x ) {
    int k, n = 5;
    long double t1;
    long double d1 = 1.0L;
    t1 = x;
    for( k = 1; k <= n; k++ ) {
        d1 = 2.0 * d1;
        t1 = t1 + sin (d1 * x) / d1;
    }
    return t1;
}

double fun( double x ) {
    int i, n = 1000000;
    double h, t1, t2, dp,
    for( i = 1; i <= n; i++ ) {
        h = dp / n;
        t1 = 0.0;
        t2 = fun (i * h);
        s1 = s1 + sqrt (h*h + (t2 - t1)*(t2 - t1));
    }
    return t1;
}

int main( int argc, char **argv) {
    int i, n = 1000000;
    long double h, t1, t2, dp;
    for( k = 1; k <= n; k++ ) {
        dp = acos(t1);
        t1 = -1.0;
        h = dp / n;
        for( i = 1; i <= n; i++ ) {
            t2 = fun (i * h);
            s1 = s1 + sqrt (h*h + (t2 - t1)*(t2 - t1));
        }
    }
    return 0;
}

int main( int argc, char **argv) {
    int i, n = 1000000;
    double h, t1, t2, dp;
    for( k = 1; k <= n; k++ ) {
        dp = acos(t1);
        t1 = 0.0;
        h = dp / n;
        for( i = 1; i <= n; i++ ) {
            t2 = fun (i * h);
            s1 = s1 + sqrt (h*h + (t2 - t1)*(t2 - t1));
        }
    }
    return 0;
}

Figure 1: Two implementations of the arclength program using different type configurations. The programs differ on the precision of all floating-point variables except for variable s1.

Improvement among all valid type configurations for a given program. A local minimum (called 1-minimal below) is a valid type configuration for which lowering the precision of any one additional variable would cause the program to compute an insufficiently precise answer or violate the performance constraint (e.g., being slower than the original program). We define a change set, denoted by \( \Delta \), to be a set of variables initialized in higher precision, thought to be ineligible for their precision to be lowered. A change set \( \Delta \) applied to the program under consideration results in a program variant where only the variables in \( \Delta \) are in higher precision.

Finding a Global Minimum: Finding the global minimum may require evaluation of an exponential number of type configurations. To be precise, we may be required to evaluate \( P^n \) configurations, where \( n \) is the number of floating-point variables in the change set and \( P \) is the number of levels of floating-point precision. The naive approach which evaluates all possible type configurations by changing one variable at a time is infeasible for large code bases.

Finding a Local Minimum: If we are interested in finding a 1-minimal valid configuration, a naïve approach would consist of removing from the change set, say \( \Delta \), one element at a time, where \( \Delta \) initially consists of all floating-point variables in the program. This means the element removed can be in a lower precision, while all other elements are in the higher precision. If any of these change sets translates to a program that passes the accuracy and performance test, we recur with this smaller set. Otherwise \( \Delta \) is 1-minimal, and we can stop the search.

This algorithm is illustrated via Figure 2(a). Each rectangular box represents a change set under test. A gray band denotes the set of variables that are removed from the change set (thus can be allocated in lower precision). A cross means the change set results in a valid configuration. In this figure, the algorithm finds a 1-minimal valid configuration after 4 iterations (the one in the dotted oval). Notice that lowering the precision of any additional variable in this configuration would make it invalid. This is illustrated in the fourth iteration - all configurations created are invalid.

Delta-Debugging: The delta-debugging search algorithm [28] finds a 1-minimal test case with the average running time of \( O(n \log n) \). The worst case running time is still \( O(n^2) \) and it arises when each iteration results in the reduction of the change set by one element, which reduces to using a naïve algorithm.

Informally, instead of making one type change at a time, the algorithm divides the change set into two and increases the number of subsets if progress is not possible. At a high level, the delta-debugging algorithm consists of partitioning the change set \( \Delta \) into almost equal size subsets \( \Delta_1, \Delta_2, \ldots, \Delta_n \), which are pairwise disjoint. The complement of a delta \( \Delta_i \) is defined as \( \Delta_i = \Delta - \Delta_i \). The algorithm starts by partitioning \( \Delta \) into two sets (\( n = 2 \)). After partitioning, the algorithm proceeds to examine each change set in the partition and their corresponding complements. The change set is reduced if a smaller failure inducing set is found, otherwise the partition is refined with \( n = n + 2 \). This algorithm is illustrated via Figure 2(b).
change set (higher precision rectangular box) is divided into two equal or almost equal size subsets. These two subsets result in two invalid configurations, so the partition granularity is increased to four. The original change set is divided into four subsets accordingly, in which one of the subsets results in a valid configuration. The algorithm then recurses on this smaller subset.

3. PRECISION TUNING

We discuss the realization of our technique as a practical and effective tool for tuning the precision of floating-point programs, called PRECIMONIOUS. Figure 3 depicts its system architecture, which is built using the LLVM compiler infrastructure [20]. PRECIMONIOUS receives a C program, a test suite, and an accuracy requirement as input. It outputs a type configuration that, when applied to the original program, will result in a faster program that still produces an accurate enough answer without throwing exceptions.

PRECIMONIOUS consists of four main components: creating the search space for the program under analysis (Section 3.1), creating candidate type configurations using our search algorithm (Section 3.2), generating program variants that reflect the candidate type configurations (Section 3.3), and identifying valid type configurations (Section 3.4).

3.1 Creating the Search Space

We start by creating a search file, which consists of all variables whose precisions need to be tuned. The search file associates each floating-point variable with the set of floating-point types to be explored (e.g., float, double, and long double). The input to this process is the program under analysis in the format of LLVM bitcode. An excerpt of the search file for the arclength program from Section 2 is given below. The configuration entry states that the local variable t1 in function fun can be of type float, double, or long double (for ease of presentation, we assume local variables in the same function have unique names).

```plaintext
localVar: {
    function: fun
    name: t1
    type: [float, double, long double]
}
```

In the current implementation, the search file includes the local variables of all functions statically reachable from main. We include only those global variables that are accessed by these functions. We include both scalars and arrays. Optionally, the search file can also include entries associated with function calls. If the developer is aware of any called functions for which other implementations are available, these can be included in the search space as well. For example, the math library provides double and single precision implementations of many functions such as the log function (logf for single precision). The single precision implementation for many of these functions are often more efficient. If provided, PRECIMONIOUS can also consider switching function calls in addition to floating-point variable types.

3.2 Search Algorithm

We devise a modified version of the delta-debugging algorithm [28] to find a type assignment for floating-point variables so that the resulting program uses less precision while producing results that satisfy both accuracy and performance constraints.

Given a configuration search file, our goal is to find a type configuration that maps each variable to a type and that exhibits lower cost (performance improvement). Initially, each variable in the search file is associated with a set of types. Our algorithm iteratively refines each of these sets of types until it consists of only one type. In each iteration, the algorithm considers a pair of types, the highest and second-highest precision available. It then determines the set of variables that need to be allocated in the highest precision. For these variables, the corresponding set of types are refined to contain only the highest precision type. These variables are then ignored in later iterations. For those variables that can be in the second-highest precision, the highest precision can be removed from their set of types in the next iteration.

Because our algorithm is based on the delta-debugging search algorithm, with heuristic pruning, it is efficient in practice. To balance between the searching cost and the quality of the selected configuration, we choose to search for a local minimum configuration instead of a global minimum. As shown in Section 4, our algorithm finds type configurations for most of the analyzed programs (for the workloads under consideration), leading to performance speedup.
Figure 3: High-level framework components

Figure 4 shows our lower cost configuration search algorithm, entitled LCCSEARCH. In this algorithm, a change set is a set of variables. The variables in the change set must have higher precision. The algorithm outputs a minimal change set, which consists of a set of variables that must be allocated in the higher precision (all other variables of interest can be in lower precision) so that the transformed program produces an accurate enough result and satisfies the performance goal.

Procedure LCCSearch

Inputs
- P : target program
- ∆ : change set

Outputs
A minimal change set

Algorithm

1. div = 2
2. ΔLC = ∆
3. divLC = div
4. for i in [1..div]:
   5. Δi = Δ[⌈(i-1)/div⌉ .. ⌈i/div⌉]
   6. νi = Δ \ Δi
   7. if accurate(P, Δi) and cost(P, Δi) < cost(P, ΔLC):
      8. ΔLC = Δi
      9. divLC = 2
   10. if accurate(P, νi) and cost(P, νi) < cost(P, ΔLC):
      11. ΔLC = νi
      12. divLC = divLC - 1
   13. if ΔLC ≠ Δ:
      14. Δ = ΔLC
      15. div = divLC
      16. else:
      17. if div > ⌊|Δ|⌋:
         18. return Δ
      19. else:
         20. div = 2 * div
   21. goto 3

Figure 4: Lower Cost Configuration Search Algorithm

The algorithm starts by dividing the change set ∆ into two subsets of equal or almost equal size Δ1 and Δ2. It also creates the complement set of these subsets ν1 = ∆ \ Δ1 and ν2 = ∆ \ Δ2 (lines 4-5). For each of these subsets, the algorithm creates the corresponding program variant (Section 3.3), checks whether the program variant produces an accurate enough result and is faster (Section 3.4). The function accurate(P, ∆) transforms the program P according to ∆ and returns a boolean value indicating whether the transformed program is accurate enough. Similarly, the function cost(P, ∆) transforms the program P according to ∆ and returns the cost of the transformed program. If a change set with a lower cost exists, the algorithm recures with that smaller change set (lines 12-13 and 19); otherwise it restarts the algorithm with a finer-grained partition (lines 17-19). In the special case where the granularity can no longer be increased, the algorithm returns the current ∆, which is a local minimum type configuration (lines 15-16).

3.3 Generating Program Variants

We automatically generate program variants that reflect the type configurations produced by our LCCSEARCH algorithm. We compile the original C program to LLVM intermediate representation (LLVM IR) and apply a set of program transformations to reflect a given set of variable type assignments. We support scalar and array types. Supporting structures is part of the future work. The result of the transformation is a binary file (LLVM bitcode file) of the program whose variable types have been changed accordingly. The following subsections describe our program transformations given our intermediate representation of choice. Note that most LLVM instructions, including all arithmetic and logical operations, are in three-address form. An instruction in three-address form takes one or two operands, and produces a single result. Thus, our transformations are directly applicable to any other three-address form intermediate representation.

3.3.1 LLVM Intermediate Representation

LLVM (Low Level Virtual Machine) is a compiler infrastructure for program analysis and transformation. LLVM supports a language-independent instruction set and type system. LLVM has a static single assignment (SSA) based intermediate representation, meaning that each variable (called a

4Because we are using the LLVM IR, we can also transform programs written in other languages for which an LLVM frontend is available (e.g., Fortran). However so far we have only transformed C programs.
define x86_fp80 @fun(x86_fp80) nounwind uwtable ssp 
// allocating space for local variables
%x = alloca x86_fp80, align 16
%x = alloca x86_fp80, align 16
%x = alloca x86_fp80, align 16
// instructions to store initial values
...
// t1 = x; (line 6)
%1 = load x86_fp80* %x, align 16
store x86_fp80 %1, x86_fp80* %t1, align 16 ...
// t1 = t1 + sin(d1 * x) / d1; (line 9)
%10 = load x86_fp80* %t1, align 16
%9 = load x86_fp80* %x, align 16
%11 = load x86_fp80* %d1, align 16
%13 = fmsub x86_fp80 %x, %d1, %x12
%14 = fptrunc x86_fp80 %x13 to double
%15 = call double @sin(double %16) nounwind readnone
%16 = fpeext double %x16 to x86_fp80
%17 = load x86_fp80* %x, align 16
%18 = fdiv x86_fp80 %16, %17
%19 = load x86_fp80* %d1, align 16
%20 = fadd x86_fp80 %19, %18
store x86_fp80 %20, x86_fp80* %x, align 16 ...
// return t1; (line 11)
%x = alloca x86_fp80, align 16
ret x86_fp80 %x

(a) LLVM bitcode for original function

define x86_fp80 @fun(x86_fp80) nounwind uwtable ssp 
// allocating space for local variables
%x = alloca x86_fp80, align 16
%x = alloca x86_fp80, align 16
%x = alloca x86_fp80, align 16
// instructions to store initial values
...
// t1 = x; (line 6)
%1 = load x86_fp80* %x, align 16
store x86_fp80 %1, x86_fp80* %t1, align 16 ...
// t1 = t1 + sin(d1 * x) / d1; (line 9)
%10 = load x86_fp80* %t1, align 16
%9 = load x86_fp80* %x, align 16
%11 = load x86_fp80* %d1, align 16
%13 = fmsub x86_fp80 %x, %d1, %x12
%14 = fptrunc x86_fp80 %x13 to double
%15 = call double @sin(double %16) nounwind readnone
%16 = fpeext double %x16 to x86_fp80
%17 = load x86_fp80* %x, align 16
%18 = fdiv x86_fp80 %16, %17
%19 = load x86_fp80* %d1, align 16
%20 = fadd x86_fp80 %19, %18
store x86_fp80 %20, x86_fp80* %x, align 16 ...
// return t1; (line 11)
%x = alloca x86_fp80, align 16
ret x86_fp80 %x

(b) Transformed LLVM bitcode

Figure 5: LLVM bitcode excerpts of function fun from the arclength program of Figure 1

3.3.2 Program Transformations

We apply program transformations to change the type of variables according to the type configuration under consideration. We accomplish this by modifying the bitcode of the original program. For example, consider a type configuration that maps all floating-point variables to their original long double types except for variable t1, which is now suggested to be double. Figure 5(b) shows the transformed bitcode for the bitcode excerpts of Figure 5(a).

First, we replace alloca instructions to allocate the correct amount of memory for the variables whose type is to be changed. In this example, we allocate space for a double instead of a long double for variable t1. Second, we iterate through the uses of each of these instructions to identify other instructions that may need to be transformed. In this case, there are five instructions that use t1 as an operand. These instructions are highlighted (in addition to the initial alloca instruction) in Figure 5(a). We define a set of program transformation rules to be applied depending on the instruction to be transformed. For each transformed instruction, we iterate through its uses to continue to propagate the changes.

For example, consider the transformation of the second highlighted store instruction in Figure 5(a). This instruction is storing the result of an addition (register %19) into t1. In this case, the source should be downcast before it can be stored in the new variable t1. Thus, the transformed bitcode, shown in Figure 5(b), includes an additional fptrunc instruction right before the new transformed store instruction. Note that in the case of arithmetic operation instructions, we run a final pass to make sure each operation is performed in the precision of its highest-precision operand. The resulting bitcode file verifies and standard compiler optimizations can be applied to it.

3.4 Checking Results and Performance

To determine whether a type configuration is valid, we optimize the transformed bitcode, compile it to native code, run it, and check for two criteria: correctness and performance.

First, we compare the result produced by the transformed program against the expected result. The expected result is the value (or values) obtained by running the original program on a given set of inputs. We take into account the error threshold provided by the programmer when comparing the results. Second, we measure running times for the original and transformed programs. We determine whether the transformed program is at least as fast as the original.
program. Note that the developer can specify the compiler to be used and the level of optimizations to be applied to both programs before measuring performance. In our experiments, we use the gcc and clang compilers with optimization level O2. Correctness and performance information is provided as feedback to our LCCSEARCH algorithm, which determines the new type configuration to be produced.

4. EXPERIMENTAL EVALUATION

As noted earlier, our implementation uses the LLVM compiler infrastructure [20]. We have written several LLVM passes in C++ to create search files, and to transform programs to have a given type configuration. We have implemented our LCCSEARCH algorithm in Python. Our result logger, result checker, and floating-point number generator have been implemented in C.

We present results for eight programs that use the GNU Scientific Library (GSL) [10], two NAS Parallel Benchmarks (SNU NPB Suite, C translation) [4], the arclength program described throughout the paper, a program that implements the Simpson’s rule, and a program that calculates the infinite sum. We use Clang 3.0 to produce LLVM bitcode and a Python-based wrapper [23] to build whole-program (or whole-library) LLVM bitcode files. We run our experiments on an Intel Core i7-3770K 3.5Ghz Linux machine with 32GB RAM.

4.1 Experiment Setup

PRECIMONIOUS can be used by developers with different levels of expertise in numerical analysis. In general, usage scenarios differ on the program inputs and the error thresholds selected for the analysis. A more experienced user might be more selective on the program inputs and the error thresholds to use. The experiments presented in this section, illustrate how a naive user could employ our tool. We assume that the source code of the program is available, and the user knows which variable(s) will eventually store the result(s) produced by the program.

For the NAS Parallel Benchmarks (programs ep and cg), we use the provided input Class A. For the rest of the programs we assume no inputs are available, thus we generate 1000 random floating-point inputs, and classify these inputs based on code coverage. We construct a representative test input set by selecting one input from each resulting group, thus attempting to maximize code coverage. Note that this test input set can be replaced or augmented by an existing input set. We annotate each program to log and check the results produced. This usually requires adding a few function calls to our logger and checker routines.

In our experiments, we use four different error threshold values, which indicate the number of digits of accuracy required in each experiment. The non-expert user can compare the type configurations suggested by our tool for the various error thresholds, and evaluate the trade-off between accuracy and speedup to make a decision. In general, the user can specify any error threshold of interest. Finally, we run each program enough times to ensure that it runs long enough to obtain reliable timing measurements. In the case of the NAS Parallel Benchmarks, only one run is sufficient; the other programs require thousands or millions of runs.

Finally, we run each program thousands of times (or millions depending on its size) to ensure that the program runs long enough to obtain reliable timing measurements. We run the NAS Parallel Benchmarks only once because their running time is already long enough.

4.2 Experiment Results

Table 1 shows the initial type configuration for each program, which consists of the number of variables (long double (L), double (D), and float (F) types) and the number of double-precision function calls (C) included in the search. We considered switching functions calls for only a subset of the programs under analysis. We switched calls to C Math Library functions such as sin, log, and sqrt. PRECIMONIOUS is general enough to switch other function calls specified by developers. Table 1 also shows the type configurations suggested by our tool for each error threshold $(10^{-10}, 10^{-8}, 10^{-6}, 10^{-4})$. The error threshold indicates the number of accuracy digits required. For example, $10^{-4}$ roughly means that the result is required to be correct up to 4 digits. The column S corresponds to the number of function calls switched to single precision. The table also includes the number of configurations explored by our LCCSEARCH algorithm, and its performance.

For example, our analysis took as little as 1 minute 3 seconds to find that we can lower the precision of all the variables in the program roots from double to float when the error threshold is $10^{-4}$. Note that even the simple experiment of lowering the precision of all the program variables to single precision would be a tedious and time consuming task if done by hand. Our tool finds the type configurations without any manual intervention, and provides a listing of the new type assignment (if any) for each floating-point variable in the program. If desired, the user can run the modified LLVM bitcode of the program as well.

Our analysis runs under an hour for 44 out of the 48 experiments from Table 1 (12 programs × 4 different threshold values). The most expensive analysis was for the program ffs with threshold $10^{-10}$, which took 116 minutes 51 seconds. In this experiment, 663 type configurations were explored. Note that in this case there are 22 or 4,194,304 possible program variants.

Table 2 shows the speedup with respect to the original programs. PRECIMONIOUS finds at least one lower-precision type configuration that results in performance improvement for 9 out of 12 programs. The most significant improvement was observed for the arclength program with a speedup of 41.7% when the error threshold was set to $10^{-10}$ and $10^{-8}$, followed by 37.1% for the simpsons program with error thresholds $10^{-6}$ and $10^{-4}$, and 33.2% for the NAS Parallel Benchmark ep with error threshold $10^{-8}$.

In general, we would expect that as the error threshold becomes larger, more program variables could be changed to a lower precision while improving performance. However, this is not necessarily true when the resulting configuration uses mixed precision. In some cases, the resulting type configuration might introduce many more casting operations, causing
the new program to run slower. Because our search constraints for valid configurations require both correctness and adequate speed, there may be cases when a smaller threshold might prevent certain variables from being lowered that might have caused the program to become slower due to castings, for example. Thus, a smaller threshold in some cases can lead to finding a type configuration that results in better program performance than a larger (more relaxed) error threshold. Note that a type configuration valid for a small error threshold is also valid for a larger error threshold. For example, Precimoniouls finds a type configuration that lowers 18 out of 19 floating-point variables in the program \texttt{roots} with threshold $10^{-6}$. However, when we use a smaller error threshold of $10^{-8}$ or $10^{-10}$, different type configurations are found (also lowering 18 variables). In this case, the smaller threshold rules out invalid configurations that would have been valid for a larger error threshold but would have run slower.

Precimoniouls does not find a valid type configuration for any of the selected error thresholds for programs \texttt{bessel}, \texttt{gaussian}, and \texttt{polyroots}. In these cases, there are type configurations that use less precision while producing an accurate enough answer given those error thresholds, however none of these type configurations leads to performance improvement. At least for \texttt{bessel}, it is well-known that there exist better and more efficient algorithms that could be used if we know beforehand that the computation can be performed in single precision. In the future, PRECIMONIOUS could be enhanced to incorporate this kind of domain knowledge.

Table \ref{tab:results} gives more details for the set of results corresponding to threshold value $10^{-6}$. For a subset of analyzed programs, the table shows a comparison between the number of floating-point instructions executed by the original program and the suggested tuned program. In particular, we show the number of \texttt{float}, \texttt{double}, and \texttt{long double} loads, stores, arithmetic operations, comparison and casting instructions. In general, we find that it is difficult to determine how different kinds of instructions contribute to improving or degrading program performance.

Based on our results, we classify the programs under analysis into three categories: mixed precision, single precision and double precision. The following subsections explain each category and give some examples.

### Mixed Precision:
We find that for our test input set, the NAS Parallel Benchmarks \texttt{ep} and \texttt{cg} indeed can use mixed precision to produce an accurate enough answer while improving program performance. For example, program \texttt{sum} takes the terms of a series and computes the extrapolated limit of the series using a Levin u-transform. There are 31 floating-point variables in this program. We find that we can lower the precision of 22 of these variables while improving program performance by 15.07%. Another example of mixed

<table>
<thead>
<tr>
<th>Program</th>
<th>Initial</th>
<th>Error Threshold $10^{-10}$</th>
<th>Error Threshold $10^{-8}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L D F C</td>
<td>L D F S</td>
<td># Config mm:ss</td>
<td>L D F S</td>
</tr>
<tr>
<td>arclength</td>
<td>9 0 0 3</td>
<td>0 7 2 1</td>
<td>190 4:34</td>
</tr>
<tr>
<td>simpsons</td>
<td>9 0 0 2</td>
<td>5 0 2</td>
<td>91 2:59</td>
</tr>
<tr>
<td>bessel</td>
<td>0 18 0 0</td>
<td>0 18 0 0</td>
<td>108 32:07</td>
</tr>
<tr>
<td>gaussian</td>
<td>0 52 0 0</td>
<td>0 52 0 0</td>
<td>1435 86:32</td>
</tr>
<tr>
<td>roots</td>
<td>0 19 0 0</td>
<td>0 1 0 0</td>
<td>32 7:03</td>
</tr>
<tr>
<td>polyroots</td>
<td>0 28 0 0</td>
<td>0 28 0 0</td>
<td>302 31:31</td>
</tr>
<tr>
<td>rootnewt</td>
<td>0 12 0 0</td>
<td>0 5 7 0</td>
<td>23 5:32</td>
</tr>
<tr>
<td>sum</td>
<td>0 31 0 0</td>
<td>0 31 0 0</td>
<td>179 16:32</td>
</tr>
<tr>
<td>fft</td>
<td>0 22 0 0</td>
<td>0 22 0 0</td>
<td>663 116:51</td>
</tr>
<tr>
<td>blas</td>
<td>0 17 0 0</td>
<td>0 17 0 0</td>
<td>105 23:20</td>
</tr>
<tr>
<td>ep</td>
<td>0 13 0 4</td>
<td>- - - -</td>
<td>- - - -</td>
</tr>
<tr>
<td>cg</td>
<td>0 32 0 3</td>
<td>0 21 11 2</td>
<td>1040 22:21</td>
</tr>
</tbody>
</table>

### Initial Error Threshold $10^{-6}$

<table>
<thead>
<tr>
<th>Program</th>
<th>Initial</th>
<th>Error Threshold $10^{-6}$</th>
<th>Error Threshold $10^{-4}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>L D F C</td>
<td>L D F S</td>
<td># Config mm:ss</td>
<td>L D F S</td>
</tr>
<tr>
<td>arclength</td>
<td>9 0 0 3</td>
<td>0 5 3 2</td>
<td>106 2:37</td>
</tr>
<tr>
<td>simpsons</td>
<td>9 0 0 2</td>
<td>0 0 2</td>
<td>4 0:07</td>
</tr>
<tr>
<td>bessel</td>
<td>0 18 0 0</td>
<td>0 18 0 0</td>
<td>96 26:20</td>
</tr>
<tr>
<td>gaussian</td>
<td>0 52 0 0</td>
<td>0 52 0 0</td>
<td>161 12:29</td>
</tr>
<tr>
<td>roots</td>
<td>0 19 0 0</td>
<td>0 1 0 0</td>
<td>15 4:36</td>
</tr>
<tr>
<td>polyroots</td>
<td>0 28 0 0</td>
<td>0 28 0 0</td>
<td>161 21:42</td>
</tr>
<tr>
<td>rootnewt</td>
<td>0 12 0 0</td>
<td>0 7 5 0</td>
<td>25 6:08</td>
</tr>
<tr>
<td>sum</td>
<td>0 31 0 0</td>
<td>0 31 0 0</td>
<td>267 24:50</td>
</tr>
<tr>
<td>fft</td>
<td>0 22 0 0</td>
<td>0 0 22 0</td>
<td>3 1:17</td>
</tr>
<tr>
<td>blas</td>
<td>0 17 0 0</td>
<td>0 1 0 0</td>
<td>3 1:26</td>
</tr>
<tr>
<td>ep</td>
<td>0 13 0 4</td>
<td>0 7 6 4</td>
<td>117 25:28</td>
</tr>
<tr>
<td>cg</td>
<td>0 32 0 3</td>
<td>0 32 0 0</td>
<td>684 15:27</td>
</tr>
</tbody>
</table>
precision is illustrated by the arclength program described in Section 2, which leads to a performance improvement of 11.0% to 41.7%.

Single Precision: It is possible for Precimonious to determine that all variables in a program can be single precision. However, it is important to be aware that for certain mathematical functions, simply changing the precision of all variables might not be the best alternative to achieve better performance. Often, different algorithms are used for single precision, which can have a better performance. This is the case for programs such as bessel and gaussian (for which lowering the precision made the program slower, thus we did not suggest any type configuration). In this situation, the user might want to switch algorithms rather than lowering the precision of the double-precision algorithm. Precimonious can still be helpful to indicate that all variables can be single precision, and give a hint to the user to look for single-precision implementations of a given function. Precimonious already has the capability to switch calls to functions from the C Math Library. The user can provide additional functions.

Double Precision: Precimonious can also help to determine whether a given program has already an optimal precision, preventing the user from making any program changes. The program polyroots illustrates this scenario. Our tool correctly finds that none of the variables involved in the computation can be changed to a lower precision.

As an experiment, we re-ran our analysis on the roots program using two subsets of the originally selected inputs. We found that the type configurations found were different from the type configuration recommended when the full test input set is used. Additionally, both configurations used less precision. This result successfully illustrates the heterogeneity of the selected inputs for this program. As a second experiment, we ran the modified NAS Parallel Benchmarks ep and cg with new inputs classes B and C. Table 4 shows the verification results. In general, as higher accuracy is required, it is more likely a type configuration could become invalid with untested inputs. For error thresholds $10^{-10}$ and $10^{-8}$ the verification failed with inputs other than the input used during the analysis. On the other hand, for error thresholds $10^{-6}$ and $10^{-4}$, 75% of the new inputs passed the verification. In summary, the more inputs used during the analysis, the more generally valid the type configurations suggested by Precimonious will be.

4.3 Additional Example

Figure 3 shows two methods to compute the infinite sum, whose true value is known to be 9240. If this were not known, then an error analysis would have to take two sources of error into account.

One source is that only finitely many (K) terms have been added. A final added tail(K) is intended to mostly compensate for the finite sum's omitted terms. Thus, tail(K) is, roughly, the integral of term(k) for k > K, and approximates the sum of omitted terms ever better as K increases because term(k) decreases slowly to zero. Note that tail(K) is orders of magnitude bigger than the first term(K+1) omitted from the while loop’s sum. This loop determines K by running until term(K) contributes negligibly to its sum. If the error in tail(K) were taken into account even approx- mately, the loop could be stopped sooner with a far smaller K.

The second source of error is roundoff. To render roundoff in term(k) inconsequential, the numerator 3465 has been chosen to turn the first three term(k) elements into small integers computed exactly. Later term(k) elements are so much smaller that roundoff in their last digits cannot matter. The rounding errors that matter occur in sum + term(k); they accumulate to corrupt almost the last log(K) significant digits of the computed sum. Compensated summation [17] finds off that corruption at an added cost negligible compared with the cost of computing term(k).

This example is interesting because the accuracy required determines the number of iterations needed to compute the sum. If single precision is sufficient, the number of terms reduces from 87290410 to only 3768 terms for the crude sum, and from 61728404 to only 2698 terms for compensated summation. This translates to speedups as high as 500x. Thus, this summation program illustrates a different kind of numerical program in which, unlike those described in Section 4.2, the arithmetic’s precision determines the number of iterations needed to compute a given value. Precision tuning can have even more impact on such programs.

5. LIMITATIONS

We note that our tool does not attempt to prove error bounds, or guarantee accurate answers for all possible inputs. These are different and more difficult problems. We rely on the user to provide a set of representative program inputs to be used during the precision tuning process. If the user applies the proposed type configurations to a much worse conditioned input, then we can make no guarantees; indeed even using the highest available precision everywhere

<table>
<thead>
<tr>
<th>Program</th>
<th>Error Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-10}$</td>
</tr>
<tr>
<td>arclength</td>
<td>41.7%</td>
</tr>
<tr>
<td>simpsons</td>
<td>13.7%</td>
</tr>
<tr>
<td>bessel</td>
<td>0.0%</td>
</tr>
<tr>
<td>gaussian</td>
<td>0.0%</td>
</tr>
<tr>
<td>roots</td>
<td>6.8%</td>
</tr>
<tr>
<td>polyroots</td>
<td>0.0%</td>
</tr>
<tr>
<td>rootnewt</td>
<td>0.5%</td>
</tr>
<tr>
<td>sum</td>
<td>0.0%</td>
</tr>
<tr>
<td>ft</td>
<td>0.0%</td>
</tr>
<tr>
<td>blas</td>
<td>0.0%</td>
</tr>
<tr>
<td>ep</td>
<td>-</td>
</tr>
<tr>
<td>cg</td>
<td>4.6%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Program</th>
<th>Input</th>
<th>Error Threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$10^{-10}$</td>
<td>$10^{-8}$</td>
</tr>
<tr>
<td>ep</td>
<td>A</td>
<td>-</td>
</tr>
<tr>
<td>ep</td>
<td>B</td>
<td>-</td>
</tr>
<tr>
<td>ep</td>
<td>C</td>
<td>-</td>
</tr>
<tr>
<td>cg</td>
<td>A</td>
<td>Pass</td>
</tr>
<tr>
<td>cg</td>
<td>B</td>
<td>Fail</td>
</tr>
<tr>
<td>cg</td>
<td>C</td>
<td>Fail</td>
</tr>
</tbody>
</table>

Table 2: Speedup observed after precision tuning

Table 4: Verification results for the NAS Parallel Benchmarks ep and cg when the suggested type configurations are exercised with new inputs
Table 3: Number of instructions executed when the error threshold is $10^{-6}$

<table>
<thead>
<tr>
<th>Instructions</th>
<th>roots</th>
<th>rootnewt</th>
<th>fft</th>
<th>blas</th>
<th>arclength</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Original</td>
<td>Tuned</td>
<td>Original</td>
<td>Tuned</td>
<td>Original</td>
</tr>
<tr>
<td>Loads L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>7786</td>
<td>6465</td>
<td>2506</td>
<td>2289</td>
<td>9106</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>1321</td>
<td>217</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Stores L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>3803</td>
<td>3162</td>
<td>1303</td>
<td>1155</td>
<td>4442</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>2209</td>
<td>1992</td>
<td>898</td>
<td>4727</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>217</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Arith Ops L</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>2209</td>
<td>1992</td>
<td>898</td>
<td>898</td>
<td>4727</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>217</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>F</td>
<td>0</td>
<td>217</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Castings Trunc</td>
<td>0</td>
<td>207</td>
<td>0</td>
<td>69</td>
<td>0</td>
</tr>
<tr>
<td>Ext</td>
<td>0</td>
<td>808</td>
<td>0</td>
<td>217</td>
<td>0</td>
</tr>
</tbody>
</table>

1. double t1(double x) {
2. return 3465.0/x;
3. }
4. 5
double tail(double k) {
6. return t1(k + 0.5) + t1(k+1);
7. }
8.
9. double t2(double x) {
10. return 3465.0/(x*x - 0.0625);
11. }
12. 13
double term(double k) {
14. return t2(k) + t2(k + 0.5);
15. }
16. (a) Common Functions
17.
18. 1 int main() {
19. double sum, oldsum;
20. long int k;
21. sum = 0.0;
22. oldsum = -1.0;
23. k = 0;
24. while(sum > oldsum) {
25. oldsum = sum;
26. k = k + 1;
27. sum = sum + term(k);
28. }
29. sum = sum + tail(k);
30. // sum contains the infinite sum
31. }
32. (b) Crude Sum
33.
34. 1 int main() {
35. double sum, comp, oldsum;
36. int k;
37. sum = 0.0;
38. comp = 0.0;
39. oldsum = -1.0;
40. k = 0;
41. while(sum > oldsum) {
42. oldsum = sum;
43. k = k + 1;
44. comp = term(k) + comp;
45. sum = sum + comp;
46. comp = (oldsum - sum) + comp;
47. }
48. comp = tail(k) + comp;
49. sum = sum + comp;
50. // sum contains the infinite sum
51. }
52. (c) Compensated Sum
53.

Figure 6: Two implementations to calculate the infinite sum, whose true value is known to be 9240

in the program may give the wrong answer in this case. The type configurations suggested by PRECIMONIOUS need to be mapped to the source code of the program. This step has been performed manually, and requires a significant amount of work for large programs. It would be even more useful to have PRECIMONIOUS produce a modified program at the source level, without the need to map the suggested type configurations by hand. We hope to automate this process in the near future. Another alternative is to develop a new front-end for our tool to make the program changes at the source code level directly, avoiding the need to perform lower-level program transformations in bitcode to reflect the different type configurations explored by our search algorithm.

The program transformations that PRECIMONIOUS performs are limited to changing variable declarations, and switching functions calls, when multiple implementations are available. It might be desirable to be able to change the precision of intermediate variables introduced dynamically, e.g., the “same” static variable could have a different precision in certain iterations of a loop. This is doable at the LLVM bitcode level, and is future work. Moreover, there are algorithmic changes that may also lead to significant performance improvement in numerical programs. PRECIMONIOUS does not consider this currently. Note that these kinds of program transformations would impose additional challenges when mapping the suggested type changes to the source code.

Last, a limitation of our search algorithm is that we might get trapped in a local minimum. So far, PRECIMONIOUS does not take into account how variables interact with each other. For example, if two variables are often used as operands to the same arithmetic operators, it might be worth grouping them as a single change. This is because changing only one of them would lead to an additional casting that would slow things down. We are planning to perform an initial static analysis to determine the relationship between floating-point variables, which could be taken into account during the search.

6. RELATED WORK

Our approach considers the problem of automatically finding the lowest precision that can be safely used in each part of a program. In recent work developed concurrently with our own, Lam et al. propose a framework for automatically finding mixed-precision floating-point computation [19]. This work appears to be the most similar to ours. Their approach attempts to find double precision instructions that can be safely performed using single precision. They propose a brute-force based search using heuristics.
Their goal is to maximize the number of instructions that can be changed to single precision, and their approach is based on binary instrumentation, and so incurs overhead. The configurations found are not guaranteed to produce correct results even for the tested inputs, and the resulting program is not necessarily faster than the original program. Furthermore, precision changes are described at the instruction level, so it might be more difficult to reflect those changes in the source code.

**FloatWatch** is a dynamic execution profiling tool for floating-point programs which is designed to identify instructions that can be computed in a lower precision [8]. It works by first computing the overall range of values for each instruction of interest. Using this information, the tool recommends to use less precision if possible. Darulova and Kuncaık also implemented a dynamic range analysis feature for the Scala language [11]. The approach uses interval and affine forms to represent the input, and examine how errors are magnified by each operation during execution. Their work might also be used for precision tuning purposes, by first computing a dynamic range for each instruction of interest and then tuning the precision based on the computed range, similar to FloatWatch. However, range analysis often incurs overestimates too large to be useful for precision tuning analysis. **Gappa** is another tool that uses range analysis to verify the computed results. It can detect potential errors like run-time errors or unstable tests due to numerical problems in C programs. It stores an absolute error in double precision if possible. Darulova and Kuncaık also implemented a dynamic range analysis feature for the Scala language [11]. The approach uses interval and affine forms to represent the input, and examine how errors are magnified by each operation during execution. Their work might also be used for precision tuning purposes, by first computing a dynamic range for each instruction of interest and then tuning the precision based on the computed range, similar to FloatWatch. However, range analysis often incurs overestimates too large to be useful for precision tuning analysis. **Gappa** is another tool that uses range analysis to verify and prove formal properties of floating-point programs [12]. In the context of precision tuning, one can use Gappa to verify ranges for certain variables and expressions in a program, and then choose the appropriate precision for these variables and expressions. Nevertheless, Gappa scales only to small programs with simple structures and several hundreds of operations, and thus is used mostly for verifying elementary functions.

Our work is also related to a large body of work on accuracy analysis. Benz et al. [6] presented a dynamic analysis approach for finding accuracy problems. Their approach computes every floating-point instructions side by side in higher precision. The higher precision computation is stored in a shadow value. If the differences between the original value and the shadow value become too large, their tool reports a potential accuracy problem. **FPInstr** is another tool that computes floating point errors for the purpose of detecting accuracy problem [1]. It also computes a shadow value side by side, but it stores an absolute error in double precision instead. Lam et al. [13] propose a tool for detecting cancellation. Cancellation is detected by first computing the exponent of the result and the operands. If the exponent of the result is less than the maximum of those of the two operands, an cancellation has occurred. **Fluctuat** is another static analysis tool based on abstract interpretation and affine arithmetic to analyze the propagation of rounding errors in C programs. It can detect potential errors like run-time errors or unstable tests due to numerical problems [13]. **PrecimoniOUS** can complement accuracy analysis for debugging purposes in the following way. It can attempt to tune the set of potentially error-generating floating-point instructions to have higher precision until the accuracy problem goes away. The cost model could be changed to favor a configuration that requires the fewest changes.

Autotuning of codes to improve performance is a very large area of research, just a few citations being [7] [14] [22] [26] [27]. That previous work has however not tried to tune floating-point precision in the way this work does.

7. **CONCLUSION**

In this paper, we have presented an automated algorithm for tuning the floating-point precision of numerical programs. Our algorithm attempts to find a type configuration for floating-point variables so that the program still produces an accurate enough answer without exceptions while improving performance. We have implemented our algorithm in an efficient and publicly available tool called **PrecimoniOUS**. Initial evaluation on eight programs using the GSL library, two NAS Parallel Benchmarks, and three other numerical programs shows encouraging results: we are able to discover type configurations that result in performance improvements as high as 41%.

In the future we would like to apply our technique to a wider range of programs beyond the scientific computing domain. We would also like to combine our tool with test generation techniques such as concolic testing, [5][24], so that, in the absence of a test suite, we can generate a more representative input set, making our tuning recommendations more stable across different inputs. Finally, we can generalize our technique to support not only variable precision but also operation, language construct and algorithm choices, which is also an interesting future research direction.

The **PrecimoniOUS** source code, and all the data and results presented in this paper are available under BSD license at [https://github.com/corvette-berkeley/precimoniOUS](https://github.com/corvette-berkeley/precimoniOUS).
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